Analyzing Transaction Confirmation in Ethereum Using Machine Learning Techniques
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ABSTRACT

Ethereum has emerged as one of the most important cryptocurrencies in terms of the number of transactions. Given the recent growth of Ethereum, the cryptocurrency community and researchers are interested in understanding the Ethereum transactions behavior. In this work, we investigate a key aspect of Ethereum: the prediction of a transaction confirmation or failure based on its features. This is a challenging issue due to the small, but still relevant, fraction of failures in millions of recorded transactions and the complexity of the distributed mechanism to execute transactions in Ethereum. To conduct this investigation, we train machine learning models for this prediction, taking into consideration carefully balanced sets of confirmed and failed transactions. The results show high-performance models for classification of transactions with the best values of F1-score and area under the ROC curve approximately equal to 0.67 and 0.87, respectively. Also, we identified the gas used as the most relevant feature for the prediction.
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1. INTRODUCTION

Ethereum [4,15] has emerged as a popular cryptocurrency. It has become one of the largest cryptocurrency currently in terms of the number of registered financial transactions. Its network has recorded more than 470M transactions (about 9 transactions per second) since February 2020, leading to a market capitalization above 27bn US Dollars\(^1\). Moreover, Ethereum adds to its financial transactions the capacity to process programmable contracts, namely smart contracts, which has been considered its main advantage compared to Bitcoin, the pioneer cryptocurrency.

In a cryptocurrency system, transactions can be either confirmed or failed after their execution by a distributed consensus mechanism. In this sense, the confirmation of transactions is a critical issue since it can yield losses of users’ money in the case of failure, i.e., the fee that is paid to the network operators (miners) to process a transaction is not given back. Additionally, no risks of failure are provided as soon as a transaction enters the network to be processed, thus the occurrence of failures can compromise the experience of users and prevent them from making future transactions. On the other hand, developing models to predict transaction confirmation is challenging due to the small fraction of failures considering millions of recorded transactions and the complexity of the distributed consensus mechanism to execute and validate a transaction in Ethereum [15].

We provide here an investigation of this issue, taking into consideration the features of transactions. We start from the following research question: How to explore the features of transactions to help users in assessing the final state of their transactions (confirmation or failure)? We analyze how machine learning models can be used to predict the confirmation of a transaction in Ethereum, and discuss the key features of transactions that impact the transaction final state, thus, providing insights on the complex mechanism behind the Ethereum network for its users. More than two million transactions were collected from the Ethereum network using the most popular service’s APIs. We observed that the number of confirmed and failed transactions is unbalanced: about 3% of them failures. As a given class has a considerably higher number of occurrences than the other one, we perform a careful balancing process for properly training the machine learning models. Given such training, we show high-performance models (F1-score and area under the ROC

\(^1\)https://etherscan.io
cryptocurrencies are analyzed as an evolving graph in [11]. Also, the transactions of Ethereum and other financial transactions were characterized in [4] as a multi-flow behavior in Ethereum. For example, the Ethereum flow of the developer’s community in Ethereum. indicators to analyze the evolution and main characteristics were studied in [5], where authors inspected the source code and programming patterns. In turn, Ethereum smart contracts performed in [3], which revealed faults to optimize costly smart contracts in Ethereum were analyzed in [3,5]. An in-cal methods used to investigate fraud in financial markets. identified several frauded smart contracts applying statistical methods. In addition to explore the impact of unbalanced data on the classifiers. In line with this effort, we investigate another important issue for users: the confirmation of transactions. Several investigations focus on other important issues of Ethereum as users behavior and its performance by using (unsupervised machine learning models as well as statistical methods. For example, Payette et al. [12], categorize Ethereum transactions from anonymous addresses, using the K-means algorithm. The relationship between the fee users pay for transactions and the confirmation time has been investigated in [14], by mean of correlations coefficients. A relevant research effort has been dedicated to the security aspects of Ethereum. Li et al. [10] surveyed real attacks on popular cryptocurrencies, from 2009 and an analysis of the vulnerabilities exploited in these cases. Other recent pernicious threats were identified in Ethereum. Xu et al. [7], for instance, propose a random forest classification model to distinguish normal from malicious traffic in a type of attack identified as Eclipse. Bartoletti et al. [1] investigate Ponzi schemes, a type of fraud in smart contracts. The authors identified several frauded smart contracts applying statistical methods used to investigate fraud in financial markets. The performance aspects of programming transactions and smart contracts in Ethereum were analyzed in [3,5]. An investigation on Solidity, the Ethereum main language, was performed in [3], which revealed faults to optimize costly programming patterns. In turn, Ethereum smart contracts were studied in [5], where authors inspected the source code of more than 10,000 smart contracts and proposed software indicators to analyze the evolution and main characteristics of the developer’s community in Ethereum. Finally, graph analysis has been used to analyze transaction behavior in Ethereum. For example, the Ethereum financial transactions were characterized in [4] as a multi-flow graph. Also, the transactions of Ethereum and other four cryptocurrencies are analyzed as an evolving graph in [11].

2. RELATED WORK

Machine learning models have been widely applied for predictions in Ethereum. The vast majority of studies, however, focus on the prediction of price trends [2,6,9]. All those studies are based on external market features and do not explain the internal mechanism of Ethereum. In fact, [13] is the single research effort align to our work, where models were proposed to predict the time to accept a transaction in addition to explore the impact of unbalanced data on the classifiers. In this line, we investigate another important issue for users: the confirmation of transactions. Several investigations focus on other important issues of Ethereum as users behavior and its performance by using (unsupervised machine learning models as well as statistical methods. For example, Payette et al. [12], categorize Ethereum transactions from anonymous addresses, using the K-means algorithm. The relationship between the fee users pay for transactions and the confirmation time has been investigated in [14], by mean of correlations coefficients. A relevant research effort has been dedicated to the security aspects of Ethereum. Li et al. [10] surveyed real attacks on popular cryptocurrencies, from 2009 and an analysis of the vulnerabilities exploited in these cases. Other recent pernicious threats were identified in Ethereum. Xu et al. [7], for instance, propose a random forest classification model to distinguish normal from malicious traffic in a type of attack identified as Eclipse. Bartoletti et al. [1] investigate Ponzi schemes, a type of fraud in smart contracts. The authors identified several frauded smart contracts applying statistical methods used to investigate fraud in financial markets. The performance aspects of programming transactions and smart contracts in Ethereum were analyzed in [3,5]. An investigation on Solidity, the Ethereum main language, was performed in [3], which revealed faults to optimize costly programming patterns. In turn, Ethereum smart contracts were studied in [5], where authors inspected the source code of more than 10,000 smart contracts and proposed software indicators to analyze the evolution and main characteristics of the developer’s community in Ethereum. Finally, graph analysis has been used to analyze transaction behavior in Ethereum. For example, the Ethereum financial transactions were characterized in [4] as a multi-flow graph. Also, the transactions of Ethereum and other four cryptocurrencies are analyzed as an evolving graph in [11].

3. DATA COLLECTION METHODOLOGY

We rely on Etherchain and the Etherscan\(^7\), which are well-known and widely used APIs to collect Ethereum data. The use of two distinct APIs allows us to retrieve data from the Ethereum network in a faster way through distinct advantages and also distributing the retrievals between both APIs, given their limitations of requests. Our crawling methodology presents two main steps. First, we collect transactions just waiting to be processed in the

\(^7\)https://www.etherchain.org, https://etherscan.io

Ethereum mempool. We perform this first step via the Ethereum API. Periodically, the network operators, named miners, perform the Ethereum consensus protocol to process a block of transactions picked at the mempool, thus executing and validating each transaction before including it in the blockchain. Then, in the second step, we collect transactions from the Ethereum blockchain. In this case, we retrieve information from the current state of the blockchain, by checking newer blocks whether the state of each processed transaction is either failed or confirmed in these blocks. We perform this second step via the Etherscan API. Transactions from the mempool and the blockchain contain a unique hash. Hence we use this hash to uniquely identify and match the data collected both sources. Table 1 presents all attributes we extracted from Ethereum transactions in the current work. Most of them are directly obtained by the aforementioned APIs, whereas the pending time is calculated from the difference between the time a transaction is included in the blockchain and the time it is first observed in the mempool. To reduce the effects of inaccurate time synchronization between the two APIs (Etherscan and Etherchain), we discharge negative pending times. We retrieved 20,857,783 transactions from April 15th to July 26th, 2019. However, we filter out 2,519,711 transactions for our analyses, uniformly distributed along the period, to obtain accurate features, in particular pending time. Overall, we analyze 2,442,169 confirmed transactions (96.9%) and 77,542 failed transactions (3.1%) that keep the characteristics of all retrieved data. This corresponds to a sample of roughly 3.2% of the number of transactions that Ethereum is able to process within the data period of 103 days, taking into consideration the average of 8.6 transactions per second reported by the Etherscan web service. All data, scripts and crawling tools are available publicly.\(^8\)

4. PROPOSED FRAMEWORK

In this section, we present the framework to generate the models that evaluate Ethereum transactions confirmation. We also describe the data preprocessing, the classification models and, the techniques to handle imbalance data. A flowchart of the framework can be shown in Figure 1. On its left side, we have the data collection methodology (Section 3). The procedure starts by collecting data from the Ethereum platform, so the transactions are grouped into blocks containing several transactions. Thus, the crawlers (through API Requests) generate the raw data and the most important features are extracted. This first part concludes with data preprocessing: additional features are generated using the original ones (such as pending time) and data is standardized (each feature is normalized in [0, 1]).

The right side of the framework contains the steps for creating models from data. The set of machine learning techniques is defined in the first step. Here, Decision Trees

\(^8\)http://netlab.ice.ujf.fr/ethereum
5. RESULTS

The results obtained in the computational experiments and the models created by the proposed framework are discussed here. We randomly selected 50,000 transactions from the original data (Section 3) to reduce the amount of data analyzed. As in entire data, this sample is highly unbalanced as about 97% of the instances are confirmed transactions. Thus, the following balancing strategies were applied to avoid bias: Undersampling, Oversampling, and SMOTE [8]. We also generate the models without using a balancing approach for comparison.

We perform a cross-validation loop for training and validating the models with 10 folds. These models are evaluated without using a balancing approach for comparison. We also generate the models with SMOTE, undersampling, and oversampling. In all the cases, the default parameters of the libraries were used.

5.1 Performance Analysis of the Techniques

Table 2 presents the performance results, where “None” groups the cases without a balancing method. Accuracy is not appropriate to evaluate models when data is unbalanced. Indeed, methods without balancing technique has the highest accuracy values but also, in these cases, the other metrics (e.g., precision, recall, F1, etc) assume small values (most of them zero). The only exceptions, when dealing with no balancing method, are the cases for RF or DT which presents high values for accuracy and other metrics. However, for these two RF/DT metrics, we observe better values of AUC-ROC and TP when dealing with the balancing strategies.

RF outperformed the other methods for the tested balancing approaches, with the best AUC-ROC, $F_1$-score and $F_2$-score values. DT also achieves good results. On the other hand, the three SVM variants achieve the worst results in general: TP increases but TN decreases largely.

Both balancing methods, i.e., undersampling and SMOTE, provided good results. Despite the SMOTE complexity to handle unbalanced classes, undersampling obtained the best AUC-ROC value and good values of $F_1$-score and $F_2$-score.

The best model with respect to AUC-ROC is RF with undersampling. This model has also presented good values for the other metrics considered here. Moreover, DT with undersampling obtained a good performance, compared to the remaining methods. Thus, the importance of the features of these models are analyzed in the following section.

5.2 Analysis of the Most Relevant Features

Now, we investigate the most important features and how they are used in the decision process. Fig. 2 presents a DT obtained when the data is balanced by undersampling. Each DT node contains its condition (associated with one feature), the Gini index (the splitting criterion used here), the number of transactions instances before data splitting into 2 sets (one for each edge), the number of transactions instances of each class, and the most frequent class. The DT edges are the results of the conditions (true or false) and the colors of the node represent its portion of failures (blue) and success (orange). The DT shown in Fig. 2 is able to identify both classes and the gas used is its most important feature. After splitting the data according to the gas used, the feature value can also be considered relevant.
RF is a committee of DTs and the features in these trees are important for the prediction. In this work, the main attributes in the best RF model are gas used (43.8%), gas offered (30.6%), and gas price (12.5%). The gas used is the most important feature, such as the root of the best DT model (Fig. 2). Also, the gas offered is an interesting feature for the models, as transactions may fail due to out of gas.

6. CONCLUSIONS

In this work, we have introduced the application of machine learning models to analyze confirmation and failures of transactions after processing in the Ethereum current consensus mechanism. These models can be easily trained using features of transactions collected from Ethereum public APIs, and our evaluations show they can reach high accuracy, precision, and recall, i.e., classification of confirmed as well as failed transactions, through the use of data balancing strategies to train machine learning models. Moreover, features related to the Ethereum fee (gas) have higher importance to classify the transaction. For future work, we intend to consider different consensus mechanisms of Ethereum.
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